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S Genesys

Preface

Welcome to the Genesys Hardware Sizing Guide. This document provides you
with system-level information about Genesys hardware sizing guidelines for
This Preface contains the following sections:

- Intended Audience, page 11

«  Scope, page 12

+  Recommendations, page 12

+  Making Comments on This Document, page 18

«  Contacting Genesys Customer Care, page 18

For information about related resources and about the conventions that are
used in this document, see the supplementary material starting on page 531.

Note: This guide reflects the products currently available for purchase from
Genesys. See Table 1 on page 13.

Intended Audience

Hardware Sizing Guide

The Genesys Hardware Sizing Guide is primarily intended for those who make
hardware and network LAN/WAN bandwidth purchasing recommendations. It
assumes that you have a basic understanding of:

* Computer-telephony integration (CTI) concepts, processes, terminology,
and applications.

* Network design and operation.
*  Your own network configurations.

You should also be familiar with Genesys Framework architecture and
functions.

Note: The Database Administrator must participate in all database sizing and
configuration decisions.

1"



Preface

Scope

Scope

This system-level guide has been prepared by Genesys. It is intended as a
pre-sales tool for estimating the hardware required for installations.

The suggestions are based on field experience and are conservative estimates:
a slight over-estimation of hardware requirements does not generate the
production issues represented by under-estimating these requirements.

While the information in this guide can assist you in choosing hardware
appropriate for your implementation, it is not intended to provide detailed
information for every possible solution. These guidelines assume an “average”
customer configuration of Genesys software deployed at a single site.

Unusual circumstances—such as a configuration with very complex routing
strategies, multiple database lookups, or one distributed across multiple
geographic locations—may require additional hardware or processors.

Be sure to consider the worst-case or peak scenarios when determining the
appropriate configuration for your situation.

Once you have determined the hardware configuration that will accommodate
your business needs, we recommend that you verify your proposed hardware
solutions with Genesys Professional Services.

Recommendations

12

This guide shows the average complexity and call-flow scenario for small and
medium contact centers, group-based routing, and queue routing. The
recommendations are organized by contact center size, operating system, and
Genesys solution.

Since hardware models change frequently, you will need to verify that the
recommended models coincide with the current information from the hardware
vendor.

This document covers four of the more common platforms and operating
systems: IBM/AIX, Sun/Solaris, Microsoft Windows, and HP-UX. Other
platforms may also be supported. Refer to the Genesys Supported Operating
Environment Reference Guide at http://docs.genesys.com/.

The solution types, such as Framework and Enterprise Routing, have been
factored out as much as possible so that you can assemble the elements for
your specific needs.

Installation

It is necessary to use a DVD ROM when installing Genesys software.

Genesys @
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Preface Recommendations

Sizing Parameters

The parameters that have to be taken into consideration for hardware sizing are
the following:

*  Number of Agents

* Calls Per Hour

* Service Level

* Average Waiting Time

e Service Time

Note: Parameters cannot be changed independently.
For specific solutions and releases, particular parameters may have a
greater impact on sizing. For example, Reporting statistics filters in 6.x
have a high performance impact but not in 7.0.

Guide to Recommendations

Table 1 is a guide to recommendations and contains the following information:
* Contact center sizes.

* Corresponding number of agents.

*  Maximum number of interactions the contact center should be receiving.

*  Operating systems referred to in this document.

Note: Some Genesys solutions use different numbers to determine contact
center size categories. In these cases, the different sizing criteria are
provided in the applicable chapters in this document.

Table 1: Guide to Recommendations

Contact Center Number of Agents Average

Size Interactions Per
Second

Small Contact Center <150 1.5

Medium Contact 150 to 1000 1.5-10

Center

Large Contact Center >1000, multi-site,

distributed environment

Hardware Sizing Guide 13



Preface Recommendations
Table 1: Guide to Recommendations (Continued)
Contact Center Number of Agents Average
Size Interactions Per
Second
Operating Systems
Sun Solaris
Microsoft Windows
IBM/AIX
HP-UX
Notes:

The Number of Agents varies when using multi-channel routing. See
MCR section of this document for specific MCR recommendations.

The Average Interactions/Second numbers represent the average
number of interactions per second that can be processed using
reasonably complex routing strategies. With simpler routing strategies,
the number of interactions per second that can be processed may be
higher.

In terms of Contact Center Size, this version of the guide is only
intended to cover recommendations for small and medium
installations. Large configurations may require special architectural
design and should be done only in consultation with Genesys
Professional Services.

This guide reflects products currently available for purchase from Genesys 6.5,
7.x, and 8.x products, with the exception of Genesys Express, which is 4.x.

Recommended Platform Configurations

This guide introduces standard hardware configurations to assign to the
majority of Genesys products. However, sometimes you might need to modify

various

parameters, such as RAM, HDD, or network cards. These

modifications are specified in parenthesis in the tables in this guide, to
substitute for the original values in the standard configurations.

14
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Recommendations

Recommended Server Platform Configurations

Genesys recommends using the following hardware configurations for server

platforms.

Table 2: Server Platform Configurations

HP-UX Operating System: GEN_HP_SERVER

(O]

HP-UX 11i

Processor Type, Quantity, Speed

PA type processor: HP9000 rp 4410, for example

Memory Size 4 GB RAM
Hard Disk Space 40 GB per server
Ports Networking Ports: Two TP Ethernet 1000/100/10 BASE-T cards
that work in full duplex mode
IBM AIX Operating System: GEN_IBM_SERVER
OS IBM AIX 5.3

Processor Type, Quantity, Speed

4 CPU P5 510 type server or similar

Memory Size 4 GB RAM
Hard Disk Space 40 GB per server
Ports Networking Ports: 2 TP Ethernet 1000/100/10 BASE-T cards

that work in full duplex mode

Hardware Sizing Guide
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Recommendations

Table 2: Server Platform Configurations (Continued)

Linux Operating System: GEN_LINUX_SERVER

(0N

Red Hat Linux Enterprise Server 5, 6, or 7

Processor Type, Quantity, Speed

4 Core CPU 2.6 GHz Intel Xeon or similar

Memory Size 4 GB RAM
Hard Disk Space 40 GB per server
Ports Networking Ports: 2 TP Ethernet 1000/100/10 BASE-T cards

that work in full duplex mode

Microsoft Windows Operating System: GEN_WIN_SERVER

(0N

Microsoft Windows 2008 or better

Processor Type, Quantity, Speed

4 Core CPU 2.6 GHz Intel Xeon or similar; in some cases an
Intel processor with a total of two cores can be used in relatively
small contact centers.

Genesys recommends using server-class machines for all server
applications.

Memory Size 4 GB RAM

Hard Disk Space 80 GB per server

Ports Networking Ports: 2 Ethernet 1000/100/10 BASE-T ports
Sun Solaris Operating System: GEN_SUN_SERVER

0S Solaris 2.6-2.10, 32- or 64-bit

Processor Type, Quantity, Speed

4 CPU 1.5 GHz UltraSPARC I1Ii or similar with total 4 CPU
cores

Memory Size 8 GB RAM

Hard Disk Space 146 GB per server

Ports Networking Ports: 2 Ethernet 1000/100/10 BASE-T ports
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Recommendations

Recommended Desktop Platform Configurations

Genesys recommends using the following hardware configurations for desktop
platforms.

Table 3: Desktop Platform Configurations

Microsoft Windows Operating System: GEN_WIN_DESKTOP

(O]

Microsoft Windows XP/Vista

Processor Type, Quantity, Speed Intel Core 2 Duo CPU 2.6 GHz or similar with at least 2 cores

Memory Size 2 GB
Hard Disk Space 40 GB per server
Ports Networking Ports: TP Ethernet 1000/100/10 BASE-T card that
works in full duplex mode
Mac Operating System: GEN_MAC_DESKTOP
oS Mac OS X

Processor Type, Quantity, Speed Intel Core 2 Duo CPU 2.6 GHz or similar with at least 2 cores

Memory Size 2GB
Hard Disk Space 40 GB per server
Ports Networking Ports - TP Ethernet 1000/100/10 BASE-T card that

works in full duplex mode

Hardware Sizing Guide

Multi-core/Processors

Genesys software applications are tested against Operating Systems and
Databases only, and not specific hardware. Genesys does, however, indicate
minimum sizing requirements, such as processor speed and RAM with regards
to the various Operating Systems platforms it works on.

The majority of Genesys software has been designed as single-threaded
applications and, as such, will run on a variety of hardware, provided the
appropriate Operating System is installed and the minimum sizing
requirements are met. Genesys is aware that there are new
multi-core/processor platform architectures currently being designed and sold
that are specifically created to handle new advanced multi-threaded software,
such as Java web applications.

Although Genesys products will operate as designed on these new hardware
platforms, it is important that you contact your hardware vendor and discuss
the levels of performance that will be expected from single-threaded
applications on their products. This question not only needs to be asked for

17
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Making Comments on This Document

Genesys single-threaded applications, but also for any other single-threaded
software product you may have in your enterprise environment that is being
considered to reside/run on these new architectures.

Genesys is aware of the new trends in hardware and has been monitoring the
marketplace closely. Genesys has begun the process, as a result of this
monitoring, of planning the required steps necessary to accommodate these
changes in the marketplace.

Most hardware vendors who have these new multi-core/processor platform
architectures do provide accurate information on their products about
performance of various applications.

Making Comments on This Document

If you especially like or dislike anything about this document, feel free to
e-mail your comments to Techpubs.webadmin@genesys.com.

You can comment on what you regard as specific errors or omissions, and on
the accuracy, organization, subject matter, or completeness of this document.
Please limit your comments to the scope of this document only and to the way
in which the information is presented. Contact your Genesys Account
Representative or Genesys Customer Care if you have suggestions about the
product itself.

When you send us comments, you grant Genesys a nonexclusive right to use or
distribute your comments in any way it believes appropriate, without incurring
any obligation to you.

Contacting Genesys Customer Care

18

If you have purchased support directly from Genesys, please contact Genesys
Customer Care.

Before contacting Customer Care, please refer to the Genesys Care Support
Guide for On-Premises for complete contact information and procedures.
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Chapter

Hardware Sizing Guide

Small Contact Centers

This chapter presents hardware guidelines and recommendations for small
contact centers. Small contact centers generally have less than 150 agents and
receive a maximum of 1.5 interactions per second (IPS).

The information in this chapter contains the following topics:

Recommendations, page 20

Call Progress Detection Server, page 20

eServices (Multi-Channel Routing and Multimedia), page 21
Genesys Agent Scripting, page 21

Genesys Agent Scripting, page 21

Blue Pumpkin Integration, page 21

Genesys Call Director Route, page 22

Interaction Workspace, page 22

User Interface Hardware, page 22

Note: Hardware architecture diagrams of sample configurations are in

Chapter 3, “Hardware Architecture Diagrams” on page 33

19



Chapter 1: Small Contact Centers Recommendations

Recommendations

This section describes recommendations for small contact centers using
Framework, Reporting, Routing, Outbound, Voice Callback, and others.

Table 4 on page 20 shows the recommendations for small contact centers using
Framework Management and Configuration Layers, T-Server, Historical
Reporting, Enterprise Routing and/or Outbound Contact and Voice Callback on
HP-UX, IBM AIX, Linux, MS Windows, and /or Sun Solaris operating
systems. All the solutions, including Stat Server and Reporting, may be located
on one box or distributed as described in the following table.

Note: In a single Solution Control Server (SCS) environment, you might
need to limit the number of hosts controlled by that single Solution
Control Server. Refer to the “Solution Control Server Monitoring
Limits” on page 46 for more information.

Table 4: Framework, Reporting, Routing, Outbound, and Voice Callback

Operating System Recommendations
HP-UX GEN _HP SERVER
IBM AIX GEN _IBM_SERVER
Linux GEN_LINUX SERVER
MS Windows GEN_WIN SERVER
Sun Solaris GEN_SUN_SERVER

Call Progress Detection Server
The recommendation for Call Progress Detection Server is
GEN_WIN_SERVER.

For the CPD Board, see the Supported Dialogic Boards Table in the Genesys
Supported Media Interfaces Reference Manual.

In most cases, 2-core CPU and one Ethernet card are sufficient for small
contact centers.

Note: Hardware configuration for systems where Call Progress Detection
Server is used with Intel HMP, software should comply with the
requirements specified in Intel HMP documentation.
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Chapter 1: Small Contact Centers eServices (Multi-Channel Routing and Multimedia)

eServices (Multi-Channel Routing and
Multimedia)

The recommendation for eServices (Multi-Channel Routing/Multimedia) is
GEN_WIN_SERVER.

Hard disk consumption depends on the size of the database (the amount of
stored contact and interaction history), and also on the accumulated size of the
log files, which you can regulate using options in Configuration Manager.

Notes:

* The name of Multimedia is changed to eServices beginning with
release 8.0.1.

» For purposes of eServices (Multi-Channel Routing/Multimedia)
only, a small contact center is defined as one with 75 or fewer
agents.

Genesys Agent Scripting

The recommendation for Genesys Agent Scripting is GEN_WIN_ SERVER. In
most cases, two-core CPU, RAM 2 GB, and one Ethernet card are sufficient.
Recommended for the Server: IIS 5.0, IIS 6.0, IIS 7, IIS 7.5 Apache/Tomcat
4.3.1, Apache/Tomcat 5.0, or Apache/Tomcat 6.0 Web Server running on
Microsoft Windows 2003 server or Microsoft Windows 2008 server.

Notes:

* Genesys Agent Scripting is installed in standalone mode (one
Tomcat and Apache or IIS web server).

* The sizing information is for running scripts without integration
with other products. If scripts are used or integrated with other
products, then the sizing requirements for those products must be
considered, in addition to what is defined above.

Blue Pumpkin Integration

The recommendation for Blue Pumpkin Integration is GEN_ WIN SERVER
with two-core 1 GHz CPU; RAM 2 GB.

Hardware Sizing Guide 21



Chapter 1: Small Contact Centers Genesys Call Director Route

Client Workstation Requirements

Computers running the Statistics Configuration Utility, at minimum, should
meet these specifications:

e Pentium III, 1 GHz or greater, with 1 GB RAM

Genesys Call Director Route

The recommendation for Blue Pumpkin Integration is GEN_ WIN_SERVER
with two-core 1 GHz CPU; RAM 2 GB; one Ethernet card; and Tomcat 4.3.1
or 5.0 Web Server.

Interaction Workspace

For information about Interaction Workspace, refer to Chapter 16, “Workspace
Desktop Edition,” on page 459.

User Interface Hardware

User interfaces such as Configuration Management Environment (CME),
Solution Control Interface (SCI), and CCPulse+, should use
GEN_WIN DESKTOP computer.

Note: RAM 4GB is preferable when non-Genesys applications are being run,
or if it is necessary to reduce a screen-pop delay.

Genesys Agent and Genesys Supervisor Desktops also support Mac OS X
workstations GEN_ MAC DESKTOP.
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Chapter

2 Medium Contact Centers

This chapter presents hardware guidelines and recommendations for medium
contact centers. Medium contact centers are generally those that have from 150
to 1000 agents and receive a maximum of 12 interactions per second (IPS).

Hardware Sizing Guide

The information in this chapter contains the following topics:

Framework, Reporting, Routing, Outbound, Voice Callback, page 24
Call Progress Detection Server, page 25

eServices (Multi-Channel Routing and Multimedia), page 25
Genesys Agent Desktop, page 30

Genesys Desktop .NET Server, page 30

Genesys Agent Scripting, page 31

Blue Pumpkin Integration, page 31

Genesys Call Director Route, page 31

Interaction Workspace, page 31

User Interface Hardware, page 32

Hardware architecture diagrams of sample configurations are in Chapter 3,
“Hardware Architecture Diagrams” on page 33.

Note: You have to run License Server on one of the servers. This server

requires a good network connection to other servers on which Genesys
software is installed.
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Chapter 2: Medium Contact Centers Framework, Reporting, Routing, Outbound, Voice Callback

Framework, Reporting, Routing, Outbound,
Voice Callback

Table 5 shows the relationships between small and medium contact center
hardware recommendations. Hardware for medium contact centers is specified
as an upgrade of the small contact center hardware.

Table 5: Framework, Reporting, Routing, Outbound, and Voice Callback Hardware
Upgrade

Operating Small Contact Medium Contact Center
System Center

HP UX GEN_HP_SERVER GEN_HP_SERVER2 = GEN_HP_SERVER (4 CPU
PA8700+ or similar, HDD 80 GB)

IBM AIX GEN_IBM_SERVER | GEN_IBM_SERVER2 = GEN_IBM_SERVER (4 CPU |
GHz POWER 4, HDD 80 GB)

Linux GEN _LINUX SERVE | GEN LINUX SERVER2 =GEN LINUX SERVER (HDD

R 80 GB)

MS Windows | GEN_WIN_SERVER | GEN_WIN_SERVER2 = GEN_WIN_SERVER (HDD 80
GB)

Sun Solaris GEN_SUN _SERVER | GEN _SUN SERVER2 =GEN_SUN_SERVER)

» A single Solution Control Server should be assigned to a maximum
of 15 hosts, to ensure that Solution Control Server can react within
20 seconds to changes in the status of any number of hosts. If more
than 15 hosts are used in the configuration, Genesys recommends
that you add additional Solution Control Servers in a Distributed
Solution Control Server configuration to limit the load on each
server. If a Solution Control Server is set up to control more than
15 hosts, the time to respond to changes in host status may increase
and exceed 20 seconds, especially in those cases where multiple
hosts fail simultaneously.

+ Stat Server may need to be located on a separate box depending on
interaction volume. It is recommended that a separate Stat Server
should be installed if Genesys Routing is deployed.

» The Database Server may be installed on the same box as the
database; however accurate database sizing information is
essential. The number of HDDs and/or size of HDDs may need to
be increased depending on data storage requirements and
workflow.
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Chapter 2: Medium Contact Centers Call Progress Detection Server

* You should have the DVD-ROM for eServices/MultiMedia (T-
Server's) installation.

Note: Important: The Database Administrator needs to participate in all
database sizing decisions.

Call Progress Detection Server

Recommendation for Call Progress Detection Server is the following:
GEN_WIN_ SERVER. For the CPD Board, see the Supported Dialogic Boards
Table in the Genesys Supported Media Interfaces Reference Manual; 2-core CPU,;
and Networking card: 10/100 TX PCI UTP Microsoft Windows .

Note: Hardware configuration for systems where Call Progress Detection
Server is used with Intel HMP software should comply with the
requirements specified in Intel HMP documentation.

eServices (Multi-Channel Routing and
Multimedia)

The recommendations for eServices (Multi-Channel Routing/Multimedia) are:
* GEN_WIN SERVER (6 core CPU; HDD 160 GB).
e Database: GEN_WIN SERVER.

* Hard Disk Drive: Depends upon the contact center’s policy regarding the
preservation of log files.

Notes:

* The name of Multi-Channel Routing is changed to Multimedia
beginning with release 7.2.

* The name of Multimedia is changed to eServices beginning with
release 8.0.1.

* For purposes of eServices (MCR and Multimedia) only, a medium
contact center is defined as one with no more than 300 agents
doing simultaneous chat processing and no more than 500 agents
for e-mail processing, with an e-mail volume of no more than five
interactions per second.
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Chapter 2: Medium Contact Centers eServices (Multi-Channel Routing and Multimedia)

Component Distribution

Genesys recommends that you distribute eServices (MCR/Multimedia) and
associated components among several host machines, as follows:

Server: eServices (Multimedia/MCR) core components: Interaction Server
(with separate installation of DB Server), Classification Server, Universal
Contact Server (UCS), E-mail Server Java*, Chat Server*

Server: eServices (Multimedia) web components
Database: Universal Contact Server database and Interaction Server cache

Server: Kana Response Live Server (part of Genesys web collaboration,
requires a separate application container from Web API Server)

Desktop: Interaction Routing Designer (IRD), Knowledge Manager, UCS
Manager

* Based on the load and nature of contact center media (email, chat or blended)
you might need to deploy these components on separate machines.

Note: The corporate mail server should also be deployed on a separate

computer.

Sample Architecture

The sample architecture in Figure 1 shows all the components required for a
eServices (Multimedia) solution. Some key points about these requirements
that you should be aware of:

26

The number of servers and distribution of components complies with the
recommendations in “Component Distribution”.

Adjust the number of servers and component distribution as necessary,
according to the sizing information in the tables later in this section.

If necessary, substitute any of the Microsoft Windows Server 2003 hosts in
this architecture for a UNIX host (AIX, Solaris, Linux), thus allowing for a
mixed approach.
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Chapter 2: Medium Contact Centers eServices (Multi-Channel Routing and Multimedia)

g

OS: Windows XP

OS: Windows Server 2003 OS: Windows Server 2003 OS: Windows Server 2003 RAM 1 GB, HDD 80 GB
RAM 1 GB, HDD 80 GB RAM 1 GB, HDD 80 GB RAM 2 GB, HDD 300 GB Applications (GUI):
Applications: DB-Server, Applications: OCS, Applications: Config Manager, IRD,
Configuration Server, T-Server, Stat Server, Reporting Suite Knowledge Manager,
Solution Control Server Universal Router Server UCS Manager, SCI
Message Server
( Ethernet
I =9
1
1
PBX
OS: Windows Server 2003 OS: Windows Server 2003 OS: Windows Server 2003 Firewall ~ ©S: Windows Server 2003
RAM 4 GB, HDD 160 GB RAM 2 GB, HDD 80 GB RAM 2 GB, HDD 80 GB RAM2GB, HDD 80 GB
Applications (Database):  Applications (Multimedia): Applications ) Applications (,web).
MS SQL Server DB-Server, Interaction Server, (Desktop): Web API Server installed
(Configuration, ICache, UCS*, Email Server, Chat Server*, Agent Desktop on Web Application Server
Contact Hisitory) Classification*/Training Server Server**

Figure 1: Sample eServices (Multimedia) Architecture

* Depending on your solution, some of these servers might need to be installed
on a separate machine. For example, in an E-mail solution, both Classification
Server and UCS must be installed on separate machines.

** A computer with the listed specifications can support approximately 150-
200 agents. For more agents, you must distribute the load over additional
machines. For further explanation, see “Genesys Agent Desktop” on page 30.

Minimum Hardware Sizes

Recommendation for eServices (Multi-Channel Routing/Multimedia:

*  GEN_WIN SERVER(6-core CPU, HDD 160 GB). A possible CPU
configuration could be: distribution between three 2xCPU boxes, each with
1.5 GB RAM.

* Database: GEN_WIN SERVER.

* Hard Disk Drive: Depends upon the contact center’s policy regarding the
preservation of log files.
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Interaction Processing Loads

See the following tables for information about:
*  “Processing Loads for E-mail Interactions”
*  “Processing Loads for Chat Interactions”

The numbers in these tables are derived from hardware configurations tested in
Genesys laboratories—different configurations yield different results, so
consider these values as guidelines to help plan the basic layout of your
deployment. For example, in a blended solution (E-mail and Chat), depending
on the capability of the various systems on your network and the volume of
interactions you anticipate, you might consider setting up E-mail and Chat
functionality on separate machines.

Processing Loads for E-mail Interactions

Table 6 shows both CPU and memory consumption in a contact center
servicing 340 agents logged into a single instance of Genesys Agent Desktop.
Components were deployed on computers with at least two 2.33 GHz Xeon-
powered processors.

Table 6: Processing Loads for E-mail Interactions

eServices (MCR/Multimedia) Average CPU Maximum Memory footprint

Components usage CPU usage

E-mail Server Java 4% 8% less than 100 MB

Interaction Server 18% 57% less than 24 MB

Universal Contact Server 22% 74% less than 100 MB

Classification Server 22% 74% less than 100 MB

Databases Average CPU Maximum Memory footprint
usage CPU usage

Interaction Server Database (ICache) on 8% 11% 1.0 GB

MS SQL Server

Universal Contact Server Database on 15% 50% 980 MB

MS SQL Server

28
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Processing Loads for Chat Interactions

Table 7 shows both CPU and memory consumption in a contact center with
300 logged in agents, handling simultaneous chat sessions.

Table 7: Processing Loads for Chat Interactions

eServices (MCR/Multimedia) Average CPU usage Memory footprint

Components

Chat Server 44% Total less than 50 MB

Web API Server 70% 400 MB (Maximum 640 MB)
Apache usage: 6% Apache usage: 47 MB

Interaction Server (and DB Server) Total 2% Total less than 100 MB

Universal Contact Server 1% 65 MB

Databases Average CPU usage Memory footprint

Interaction Server Database (ICache) 1% 1.7 GB

on MS SQL Server

Universal Contact Server Database on 2%

MS SQL Server

Sample Log File Sizes in a Chat Solution

The values in Table 8 give you a sample of how much hard disk space you will
need for the log files that the various eServices (Multimedia) components
generate when running a Chat solution at a medium output level for 30 days.
Use these numbers as guidelines only—actual size requirements vary,
depending on the number and length of the chat sessions that your solution
serves.

Note: Lab testing of Genesys components used a total of 300 simultaneous
chat sessions, each with a duration of 5 minutes, creating
approximately two and half million interactions over a one-month
period.

Table 8: Log File Sizes in a Chat Solution

eServices/Multimedia Average consumption per Total monthly
Component chat session HDD space consumption
Chat Server 30K? About 100 GB
Interaction Server 100 - 150 K ® 260 -390 GB
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Table 8: Log File Sizes in a Chat Solution (Continued)

eServices/Multimedia Average consumption per Total monthly
Component chat session HDD space consumption
Universal Contact Server 25K 100 GB
Classification Server 5K 100 GB

Training Server Negligible consumption ©

Knowledge Manager This GUI application has no impact on log size.

a. Based on a 5-minute session containing 10 messages of 1.1 K each.
b. Very much dependent on the complexity of the interaction workflow (ie. strategies)

c. Since the server is typically run only once a week or month.

Genesys Agent Desktop

The recommendation for Genesys Agent Desktop is GEN_ WIN SERVER,
with HDD 80 GB; and Apache 2.2.4 Web Server. In most cases, one Ethernet
card is sufficient.

* Genesys Agent Desktop Server is installed in either standalone or in load
balancing mode (several Tomcats and Apache in front), as follows:

a. Standalone mode: Genesys Agent Desktop Server can support a
maximum of 400 agents with Apache 2.2.4 with one Tomcat 5.5
(Catalina) with a maximum of 1.8 EMS or 8 CPS.

Or:

b. Load balancing mode: Use network load balancing hardware or
software (for example: Microsoft Network Load Balancing for W2K
Advanced Server) for configuration of more than 400 agents. Desirable
configuration is one network node (2x2.4 MHz 2 GB memory box)
with one Web Server and one Genesys Agent Desktop Server per each
400 agents.

c. Java Server Pages should already be compiled using Java Development
Kit 1.4.2 xx or 1.5.0_yy from Sun.

Genesys Desktop .NET Server

Genesys Desktop .NET Server is no longer available. From release 7.2, all
NET Server capabilities have been delivered in Genesys Integration Server
(GIS). See Chapter 17, “Genesys Integration Server,” page 481 for details.
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Genesys Agent Scripting

The recommendation for Genesys Agent Scripting is GEN_ WIN SERVER
with two-core CPU; RAM 2 GB; and one Ethernet card. For the Server: IIS
5.0, IIS 6.0, Apache/Tomcat 4.3.1, or Apache/Tomcat 5.0.Web Server running
on Microsoft Windows 2003 server.

Notes:

* Genesys Agent Scripting is installed in standalone mode (one
Tomcat and Apache or IIS web server.

* The sizing information is for running scripts without integration
with other products. If scripts are used or integrated with other
products, then the sizing requirements for those products must be
considered in addition to what is defined above.

Blue Pumpkin Integration

The recommendation for Blue Pumpkin Integration is GEN_ WIN_ SERVER
with two-core 1 GHz CPU; RAM 2 GB.

Contact Genesys Customer Care website at http://genesys.com/support for
specific requirements, because HDD 40 GB is given as a baseline, only.

Client Workstation Requirements

Computers running the Statistics Configuration Utility, at minimum, should
meet these specifications:

e Pentium III, 1 GHz or greater, with 1 GB RAM

Genesys Call Director Route

The recommendation for Call Director Route: GEN_WIN_ SERVER with two-
core 1 GHz CPU; RAM 2 GB; and one Ethernet card. For the Server: Tomcat
4.3.1 or 5.0 Web Server.’

Interaction Workspace

For information about Interaction Workspace, refer to Chapter 16, “Workspace
Desktop Edition,” on page 459.
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User Interface Hardware

User Interface Hardware

32

User interfaces such as Configuration Management Environment (CME),
Solution Control Interface (SCI), and CCPulse+, should use
GEN_WIN DESKTOP computer.

Note: RAM 4GB is preferable when non-Genesys applications are being
run, or if it is necessary to reduce a screen-pop delay.

Genesys Agent and Genesys Supervisor Desktops also support
GEN_MAC DESKTOP computer.

Genesys
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Chapter

Hardware Architecture
Diagrams

This chapter presents hardware architecture diagrams prepared by Genesys. It
includes generic sizing information and diagrams for small and medium
contact centers running Microsoft Windows, Sun Solaris, IBM/AIX, and HP-
UX operating systems.

The information in this chapter contains the following topics:

«  Small Configurations, page 33

«  Medium Configurations, page 37

«  Sample Medium Configuration on an IBM/AIX Platform, page 41

Note: Genesys did not size box for SQL Server engine.

Small Configurations

Hardware Sizing Guide

The diagrams in this section are for small configurations on Microsoft
Microsoft Windows, Sun Solaris, and IBM/AIX platforms.
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Chapter 3: Hardware Architecture Diagrams Small Configurations

Microsoft Windows Platform

Figure 2 shows a diagram of a sample small configuration on a Microsoft
Windows Platform.

(=

(= OS: Windows
OS: Windows Processor: 2 CPU 2.6 GHz dual core processor or higher.
Processors: CPUs may be distributed between:
2xPentium Xeon 2.6 GHz Two 1xCPU servers with 2 GB RAM
2 GB SDRAM One 2xCPU server with 4 GB RAM
Disk Storage: 80 GB HDD Genesys recommends using a server-class
Application: GAD Web Server machine for all applications.

Storage: 80 GB HDD per server
Applications: Framework, URS, OCS,
Routing, StatServer

I
11T
1N TR p \
ﬂ : o L I
PBX U Ethernct J
OS: Windows
Processor:
One Intel Core 2 CPU,
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB

Io

s = Applications: CPD Server
OS: Windows Os: Wlndovys
Processor: Processor:
One Intel Core 2 CPU, One Intel Core 2 CPU,
i min. 2.6 GHz
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Agent Desktop

* Note: 2 GB RAM preferable if non-Genesys applications are being run.

Figure 2: Sample Small Configuration on a Microsoft Windows Platform
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Sun Solaris Platform

Figure 3 shows a diagram of a sample small configuration on a Sun Solaris

platform.
(=
Sun ENTERPRISE 250
Processor: Four 440 Mhz Ultra Sparc 2
RAM: 2 GB

Disk Storage: 36 GB HDD
Applications: Framework, URS, OCS, Routing, StatServer

I
1] 1111
1 111
PBX |
@ Ethemet ) = =
OS: Windows
Processor:
One Intel Core 2 CPU,
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: CPD Server

i

2

OS: Windows
OS: Windows Processor:
Processor: One Intel Core 2 CPU,
One Intel Core 2 CPU, min. 2.6 GHz
min. 2.6 GHz RAM: min. 1 GB of RAM *
RAM: min. 1 GB of RAM * Disk Storage: 40 GB
Disk Storage: 40 GB Applications: Supervisor Desktop

Applications: Agent Desktop

* Note: 2 GB RAM preferable if non-Genesys applications are being run.

Figure 3: Sample Small Configuration on a Sun Solaris Platform
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IBM/AIX Platform

Figure 4 shows a diagram of a sample small configuration on an IBM/AIX
platform.

—_—

IBM p-series 630 Server
Four CPU 450 MHz POWER 3 processors
RAM: 2 GB
Disk Storage: 36 GB
Applications: Framework, URS, OCS, Routing StatServer

OS: Windows
Processor: One Intel Core 2 CPU,
i min. 2.6 GHz
(i RAM: min. 1 GB of RAM *
(It Disk Storage: 40 GB

PBX Applications: CPD Server

@ Ethernet i |

=
OS: Windows
Processor: One Intel Core 2 CPU, @
min. 2.6 GHz w
RAM: min. 1 GB of RAM * ==
Disk Storage: 40 GB 0OS: Windows
Applications: Agent Desktop Processor: One Intel Core 2 CPU,

min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

* Note 2 GB RAM preferable if non-Genesys applications are being run.

Figure 4: Sample Small Configuration on an IBM/AIX Platform
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HP-UX Platform

Figure 5 shows a diagram of a sample small configuration on an HP-UX
platform.

HP 2470, 5430, or 5470
Processor: 2xCPU PA8700 or PA8700+
RAM: 2 GB SDRAM
Disk Storage: 40 GB HDD
Applications: Framework, URS, OCS, Routing, StatServer

OS: dows

Processor:
Processor: One Intel Core 2 CPU,
| min. 2.6 GHz
i RAM: min. 1 GB of RAM *
i Disk Storage: 40 GB
PBX Applications: CPD Server
@ Ethernet )
‘%%
OS: Windows
Processor: One Intel Core 2 CPU, -
min. 2.6 GHz —
RAM: min. 1 GB of RAM * R
Disk Storage: 40 GB OS: Windows
Applications: Agent Desktop Processor: One Intel Core 2 CPU,
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

* Note 2 GB RAM preferable if non-Genesys applications are being run

Figure 5: Sample Small Configuration on an HP-UX Platform

Medium Configurations

The diagrams in this section are for medium configurations on Microsoft
Windows, Sun Solaris, and IBM/AIX platforms.
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Microsoft Windows Platform

Medium Configurations

Figure 6 shows a diagram of a sample medium configuration on a Microsoft

Windows platform.

OS: Windows
Server-class machine
Processors: 2 CPU 2.6 GHz dual core or higher.**
Storage: 80 GB HDD per server
Applications: Framework, URS, OCS,

Routi £
outing OS: Windows
Server-class machine
Processor: 2 CPU 2.6 GHz dual core or higher. **
Storage: 80 GB HDD per server
' Applications: Framework, URS, OCS,
OS: Windows Routing
Server-class machine
Processors: 2 CPU 2.6 GHz dual core or higher.** il

Storage: 80 GB HDD per server 11 1111
Application: Stat Server e 1

PBX

OS: Windows

Processors: Two Intel Core 2 CPU,

min. 2.6 GHz
RAM: min. 1 GB of RAM each *
Disk Storage: 80 GB
Application: Workforce Manager

/[\ F !
Ethernet
U

1

OS: Windows
Processors: Two Intel Core 2 CPU,
min. 2.6 GHz each
RAM: min. 1 GB of RAM each *

Disk Storage: 80 GB
Application: GAD C]
Web Server F\'/

OS: Windows
Processor: One Intel Core 2 CPU,

min. 2.6 GHz C]
RAM: min. 1 GB of RAM * L J
Disk Storage: 40 GB —
Applications: Agent Desktop %ﬁﬁ
OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Application: Supervisor Desktop

*

2 GB RAM preferable if non-Genesys applications are being run.

OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: CPD Server

** Possible choices for CPU configuration could be: Two 1xCPU servers with 2 GB RAM, or, One 2xCPU server with 4 GB RAM.

Genesys recommends using a server-class machine for all applications.

Figure 6: Sample Medium Configuration on a Microsoft Windows Platform
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Sun Solaris Platform

Figure 7 shows a diagram of a sample medium configuration on a Sun Solaris
platform.

=

Sun Fire 280R Large

Processor: Four 900 Mhz Ultra Sparc |l OS: Windows
RAM: 4 GB Processors: Two Intel Core 2 CPU,
min. 2.6 GHz

Disk Storage: 76 GB HDD

Applications: Framework, URS, OCS, Routing RAM: min. 1 GB of RAM * each

Disk Storage: 80 GB
Application: Workforce Manager

OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: CPD Server

PBX
N E ot Bl
U Ethernet )
0os: dows
Processors: Two Intel Core 2 CPU,
— min. 2.6 GHz
%%%/ RAM: min. 1 GB of RAM * each
- RAM: 2 GB
_OS' Windows Disk Storage: 80 GB
Processor: One Intel Core 2 CPU, Applications: Internet Contact Center
AN 2:2 ?ggngRAM . %%/ (Email Server and Contact Server)
Disk Storage: 40 GB 0S: Windows
Applications: Agent Desktop Processor: One Intel Core 2 CPU,
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

* Note 2 GB RAM preferable if non-Genesys applications are being run

Figure 7: Sample Medium Configuration on a Sun Solaris Platform

Note: Box for DB Engine and corporate Mail Server was not counted.
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IBM/AIX Platform

Figure 8 shows a diagram of a sample medium configuration on an IBM/AIX
platform.

—_ -

7028-6C4-200C
7028-6C4-200C Processors: Two 1.0 GHz

Processors: .Two 1.0 GHz RAM: 4 GB
RAM: 4 GB e .
Disk Storage: 76 GB HDD _— Disk Storage: 76 GB HDD )
Applications: Framework Applications: Framework, URS, OCS, Routing = —/
pplications: Framework, =
URS, OCS, Routing 0S: Windows
Processors: Two Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM * each
Disk Storage: 80 GB
Application: Workforce Manager
7028-6C4-200C
Processors: Two 1.0 GHz
RAM: 4 GB o
Disk Storage: 76 GB HDD 1
Application: StatServer 1]
PBX
ﬂ\ . \ - _
U Ethernet J OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: CPD Server
=
OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz C]
RAM: min. 1 GB of RAM * g = }
Disk Storage: 40 GB @/
Applications: Agent Desktop
OS: Windows
Processor: One Intel Core 2 CPU,
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

* Note 2 GB RAM preferable if non-Genesys applications are being run.

Figure 8: Sample Medium Configuration on a IBM/AIX Platform

Note: Box for DB Engine and corporate Mail Server was not counted.
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Sample Medium Configuration on an

IBM/AIX Platform

HP-UX Platform

Figure 9 shows a diagram of a sample medium configuration on an HP-UX

platform.

(=

P 7410
Processor: 4xCPU PA8700+
RAM: 4 GB SDRAM
Disk Storage: 76 GB HDD
Applications: Framework, URS, OCS,
Routing, StatServer

[ OS: Windows

@/ Processors:

One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Application: Workforce Manager

OS: Windows
Processors:
One Intel Core 2 CPU,
min. 2.6 GHz
RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: CPD Server

i |
{11
L 11 |
PBX
{ Ethernet ) |
'g%
OS: Windows
Processors: C_]
One Intel Core 2 CPU, ==
min. 2.6 GHz
RAM: min. 1 GB of RAM * .
Disk Storage: 40 GB %Sréx\elgsdoor\év_s
Applications: Agent Desktop One Intel Gore 2.CPU
min. 2.6 GHz

RAM: min. 1 GB of RAM *
Disk Storage: 40 GB
Applications: Supervisor Desktop

* Note 2 GB RAM preferable if non-Genesys applications are being run

Figure 9: Sample Medium Configuration on an HP-UX Platform

Note: Box for DB Engine and corporate Mail Server was not counted.

Hardware Sizing Guide
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Chapter

4

Management Framework

This chapter provides sizing information and recommendations for
Management Framework components.

This chapter contains the following topics:

+  Client Connections, page 43

+  Configuration Server Memory Utilization, page 44

«  Configuration Performance Guidelines, page 46

«  Solution Control Server Monitoring Limits, page 46

Client Connections

Hardware Sizing Guide

A single instance of Configuration Server is designed to serve up to 500
simultaneous connections. If you expect or require more than 500 client
applications connecting to Configuration Server, consider installing additional
instances of Configuration Server Proxy to distribute the load.

Using Configuration Server Proxy with Workspace
Desktop Edition

If you are using Configuration Server Proxy dedicated to Workspace Desktop
Edition (WDE) client application version 8.5.113.11 (or newer), the number of
connections can be increased to a maximum of 1,500 for an environment with
no more than 25,000 configured agents. The capacity of a single Configuration
Server Proxy increases when the Team Communicator feature of all WDE
instances is configured to use the brief information format, and caching the
agent directory instead of reloading it on each reconnect.

Configure the brief information format as follows:

1. In the Configuration Server Proxy application, in the [security] section, 